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This paper reviews the preconditions for successful applications of Experimental Economics 

methods to research on transportation problems, as new transportation and research 

technologies emerge. We argue that the application of properly designed incentives, the 

hallmark of Experimental Economics, provides a high degree of experimental control, leading 

to internal validity and incentive compatibility. Both of these are essential for ensuring that 

findings generalize to contexts outside the immediate application. New technologies, such as 

virtual reality simulators, can generate external validity for the experiments by providing 

realistic contexts. GPS and other tracking technologies, as well as smart phones, smart cards 

and connected vehicle technologies can allow detailed observations on actions and real-time 

interactions with drivers in field experiments. Proper application of these new technologies in 

research requires an understanding of how to maintain a high level of internal validity and 

incentive compatibility as external validity is increased. In this review of past applications of 

Experimental Economics to transportation we focus on their success in achieving external and 

internal validity. 
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1. INTRODUCTION 

One fundamental goal of transportation science is to understand behaviour of stakeholders 

relevant to transportation problems. Planners and researchers in transportation science have 

relied heavily on concepts of traffic equilibrium and relatively untested assumptions about user 

behaviour. Much of the behavioural data used to test these assumptions has relied on surveys, 

interviews and focus groups, where the questions pertain either to historic actions or intended 

actions under various hypothetical traffic circumstances with no consequences (see Hensher 

2010 for a comprehensive review). While direct observations of behaviour in the field would 

be preferred, the often prohibiting cost of undertaking large-scale field studies makes them 

rare. Experimental Economics (hereafter EE) offers an alternative method that allows direct 

observations with actual consequences but at lower cost and with the advantage of being able 

to control and manipulate traffic circumstances and contexts along the lines of stated choice.  

Emerging technologies in the area of transportation may transform how research is conducted, 

and what questions that can be answered. Two important foundations of good research design 

is internal and external validity, both of which matter to the successful incorporation of new 

technologies in research. Internal validity refers to the extent to which the causal relationships 

can be inferred, while external validity is the extent to which these causal relationships can be 

generalized to other settings (other people, situations, etc.). EE uses incentives that are 

compatible with Induced Value Theory (Smith 1976, 1982) to implement internal and external 

validity (through the existence of actual consequences of actions taken). This theory states that 

to gain experimental control over motivations that influence choices, it is often critical to design 

reward structures to induce values (or motivations). The reward structures should be designed 

such that the rewards are the dominant source of motivation during the experiments. The 

reliance on Induced Value Theory distinguishes EE from survey data collection methods 

including stated choice methods. While it may be possible to design surveys that induce 

intrinsic motivations that satisfy these criteria, we restrict this review to experiments that rely 

on extrinsic, and thus directly observable, motivations.1 External validity can be further 

strengthened through the use of natural contexts and participants from populations with 

relevant experiences. Additional field relevant attributes can be introduced via text, images or 

visual simulations. 

The predominant mode of behavioural data generation in transportation relies on stated choice 

surveys. The stated choice approach presents participants with a set of choice situations that 

vary in travel related attributes such as mode of transportation, travel routes, departure and 

arrival times, as well as travel times, possibly in addition to policy variables such as road 

pricing. The stated choice approach provides researchers with responses to a large set of 

circumstances at a low cost. The weakness of the approach is the lack of actual consequences, 

 
1 For readers that are interested in understanding the difficulties in generating intrinsic motivations that fulfil the 

criteria we refer to Hensher (2010), Fifer et al. (2014), Cummings et al. (1995), Blumenschein et al. (2008), 

Champ et al. (2009, 1997), Johannesson (1999), Li and Mattsson (1995), Moore et al. (2010), and Morrison and 

Brown (2009). 
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which is likely to lead to both noise and biases in responses. 2 Hensher (2010) and Fifer et al. 

(2014) discuss these difficulties and propose some solutions. Revealed preference elicitation is 

an alternative method that relies on actual consequences. Applications of this method 

frequently rely on natural experiments, i.e. changes in transportation that are not controlled by 

the researcher (see for example Small et al. 2005).  Data collection under revealed preference 

can use either interviews about past choices or direct collections using GPS technology. 

However, they cannot be relied on to study multiple policy changes in a comparative fashion, 

and the cost of collecting such revealed preference data can be high. While stated choice studies 

may suffer from bias due to the lack of real incentives, revealed preference studies may suffer 

from poorly defined non-chosen alternatives, lack of significant variance of key variables, and 

other measurement errors (Hensher 2010). EE is similar to stated choice studies in that 

circumstances and contexts can be manipulated directly and similar to revealed preference 

studies in that actual consequences are incorporated. It is worth noting that EE has reached a 

level of maturity equal to other fields in economics and that it is widely accepted as a tool in 

economists’ methodological tool box3. 

Our review is timely given the advent of innovative communication technologies such as smart 

phones (Ben-Elia and Ettema, 2011a and 2011b), smart cards (Pluntke et al. 2011) and 

connected vehicles (albeit currently through OBD ports for instance Hultkrantz and Lindberg, 

2011). These technologies create opportunities to conduct controlled, large scale incentivized 

field studies at a lower cost. They allow researchers to make more reliable observations on 

actions and conditions, and they make it possible to have real-time communications with study 

participants. Further, the improvement in Virtual Reality technology has made it possible to 

conduct immersive and realistic laboratory experiments that have a higher degree of external 

validity. Furthermore, many concerns about the applicability of EE to transportation has been 

raised out of misconceptions about the method, and there is therefore a need for clarifications. 

Our article is meant to fill this gap and to provide an improved understanding both  the 

difficulties in and the value of generating internal and external validity by reviewing lessons 

from past applications of EE to  transportation.  

In this review we restrict our attention to studies that rely on Induced Value Theory and that 

have a direct link to transportation questions. We focus on experimental design factors rather 

than the appropriateness of the theory or the econometric estimation techniques.4 

 

 
2 Such hypothetical response biases have been demonstrated in Cummings  et al. (1995), Holt & Laury (2002),  

and Harrison & Rutström (2008)  
3 EE has grown exponentially and now includes several dedicated journals, the Economic Science Association 

with over 500 members, and four winners of the Sveriges Riksbank Prize in Economic Sciences in Memory of 

Alfred Nobel (Reinhard Selten, Vernon L. Smith,  Elinor Ostrom, Alvin E. Roth). Ortmann (2016) recounts key 

episodes from the history of Experimental Economics. 
4 We have selected articles for this review based on scopus and google scholar searches with key words 

“Transportation” and “Experimental Economics”. We also emailed the members of the Economic Science 

Association (ESA) to identify additional papers. We do not claim that we have been able to exhaustively review 

all existing work in transportation that rely on Induced Value Theory.   
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2. BACKGROUND AND EVIDENCE 

Individual choice experiments in transportation concern route choice, mode choice, departure 

time choice, and location choice. The policy questions that these experiments want to inform 

include congestion pricing, public transit funding, and constructing additional lane miles and 

routes. There are two primary perspectives in the literature: a focus on the choice of an 

individual when the attributes of the choice options, including the congestion conditions, are 

exogenous, and a focus on the choices of groups of individuals when they affect attributes such 

as the congestion level such that these are endogenous. Applications with exogenous attributes 

have been conducted in both the lab and the field, while applications with endogenous attributes 

have mostly relied on lab environments.   

In a lab environment it is possible to generate a high degree of internal validity, i.e. of designing 

conditions that match those assumed by the theory being tested or by the context assumed.  In 

a field environment this is significantly harder, but it may instead be possible to generate a 

greater degree of external validity, i.e. conditions that are more natural or familiar to the 

participants and where the theory may have little to say about how choices are affected by these 

conditions. We expect that the introduction of new technologies can help bridge the lab and the 

field environments by bringing more natural conditions into the lab and by allowing a greater 

degree of control and internal validity in the field.  

We will start this section by reviewing experiments in the exogenous environment category 

and then discuss the endogenous environment.  

2.1 Choice in Exogenous Traffic Contexts  

The interest in studying individual drivers in exogenous transportation environments is to better 

understand the decision factors and personal characteristics behind the choices made. With an 

improved understanding of the sources of heterogeneity in individual decision making it will 

be possible to test the validity of assumptions used in transportation planning models and to 

predict how emerging technologies will affect transportation behaviour.  Experiments can be 

designed to generate data for reduced-form decision models, such as Mean-Variance Utility, 

or for other latent non-linear decision structures. Experiments in this area include lab 

experiments with stylized tasks, lab experiments with driving simulators or simulated traffic 

environments, and field experiments. 

2.1.1 Field Experiments 

Incentives to Influence Behaviour. Significant work has been undertaken to evaluate how 

incentives can be utilized to influence behaviour in route, departure time and mode choice.  

Route Choice and Pricing. An example of a field experiment involving route choice is Nielsen 

and Jovicic (2003).  Their study, with 400 volunteer participants, was part of the AKTA5 project 

 
5 AKTA is the Danish abbreviation for Alternative Driving and Congestion Charging and was part of the 

European Union’s PROGRESS project (www.progress-project.org). 
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in Copenhagen, Denmark. Their participants were given an initial monetary budget and were 

charged varying toll rates reflecting those that were planned in the policy process.  A pricing 

scheme was implemented using virtual cordon rings and pricing zones. After an initial baseline 

8-10 week period with no pricing, various pricing schemes were implemented for another 

period of 8-10 weeks. All trips made during the study were logged using GPS recorders. The 

participants were paid according to the difference in their driving behaviour between the 

baseline and the priced periods. Participants were recruited such that their usual driving would 

take place within the price-manipulated zones. A methodological conclusion from the study, 

which was designed to have high external validity, is that relying on GPS technology can lead 

to unanticipated additional effort and costs. Behaviourally, the researchers reported 

considerable inflexibility on behalf of the participants in changing driving habits, a lack of 

awareness of alternatives, and considerable heterogeneity in the cost variables that they focused 

on. The experimental manipulations were very complex, and the main take from this study is 

the great degree of heterogeneity in what motivates each trip and each participant.  

Departure Time Choice and Rewards. Merugu et al. (2009) reports a field experiment in 

departure time choice. The authors studied commuters who worked at Infosys Technologies in 

Bangalore. In the experiment commuters were offered incentives to shift to earlier arrival times. 

Each participating commuter received credits for swiping in at work either before 8 a.m. (1.5 

credits) or between 8 and 8:30 a.m. (1 credit). At the end of each week participants with at least 

3 credits participated in a draw to select winners who received cash. The mechanism was 

designed such that more credits induced higher probability of winning, and cash prizes. Once 

the winners were determined for the week, credits for both winners and non-winners were 

deducted so as to drop them down to a level immediately below the one they had qualified for. 

This ensured that the accrued credits over a week did not diminish the impact of incentives for 

the next week. Over the six months of the experiment the number of bus commuters who 

arrived before 9 a.m. increased by almost 30%. This field experiment provides a high degree 

of external validity.  

Pluntke et al. (2013) is a field experiment conducted in Singapore with the aim of shifting 

public transit users from on-peak travel to off-peak travel. The incentives used are based on 

earning credits for each trip taken during weekdays for both on-peak and off-peak travel, but 

the off-peak trips earn 3 times the credits of on-peak trips. The credits are redeemable in cash. 

Members of the scheme can also earn credits by signing up friends and family, and there is a 

personalized bonus paid out to members who are underperforming in either switching to off-

peak travel or in inviting new members. The authors report a 10% shift from on-peak to off-

peak travel. They find that those who became members through friends’ invitations, and those 

who chose the raffle reward over the fixed reward, shift more than others. The INSINC program 

exemplifies a number of factors where caution in design needs to be applied in order to avoid 

participant strategic behaviours leading to increased program costs. For example, the additional 

rewards for off peak travel is likely to attract more off peak commuters than on peak commuters 

to participate in the program, particularly since the details of how credits are given can easily 

be transmitted with the social recruitment mechanism (participants get bonus credits if they 

recruit friends and families to participate). In addition, the personal incentives for those who 
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underperform is an example of an incentive scheme that, if not implemented cautiously, can 

also lead to strategically withholding shifts to off peak hours in anticipation of such 

underperformance incentives. As with the other field experiments, the familiarity of the 

transportation setting leads to high external validity. In addition to the common weak internal 

validity in large field studies, the potential strategic concerns may have eroded internal validity 

further.  

Mode Choice, Information and Rewards. Tørnblad et al. (2014) implemented a field 

experiment with 327 participants recruited from six companies in Oslo. The authors wanted to 

test whether information about public transit options, alone or in combination with a small set 

of free bus tickets, would shift travel choice from cars to buses. While the experimental 

manipulations were real, the choice observations were self-reported through survey responses, 

rather than collected using technology. Revealed preference surveys were conducted four 

weeks prior to introducing the experimental manipulations, five weeks after, and five months 

after. The study found no significant effect on mode choice for any of the treatments. Again, 

the study achieved external validity due to the familiarity that participants had with the 

transportation system prior to participating. 

Departure Time, Mode Choice and Rewards. A seminal field experiment with high external 

validity is Ben-Elia and Ettema (2011a and 2011b). It involved 341 Dutch commuters on the 

Zoetermeer – The Hague corridor over a 13-week period. The purpose was to see if participants 

would respond to the reward structures offered and either change to different travel times or 

modes. The experimental manipulation offered the commuters monetary compensation for 

avoiding the corridor during peak hours. The reward varied between €3 and €7 per trip. The 

first two weeks involved no monetary rewards, but established a reference travel pattern that 

determined how the rewards were paid out. This design feature deals with some of the concerns 

about strategic behavior expressed above. Drivers who used the corridor three times per week 

during the rush-hours of the reference period could only receive a reward for the third, fourth 

and fifth day in the week that they avoided the rush-hour. Drivers who used the corridor during 

the rush-hours of the reference period five times per week were eligible for a reward for all five 

days in the week. An alternative reward of a Yeti Smartphone was included for those 

participants who so chose.  Participants were given the smartphone up front, and could keep 

the phone only if avoiding the corridor during peak hours as determined by the reference period 

drive patterns. Verification of route avoidance was done using in-vehicle installed 

transponders, electronic vehicle identification, and road-side cameras. Complementary data 

was collected in the form of daily web-based logbooks and a pre-test survey of travel routines 

and demographic characteristics. The study found significant changes in travel behaviour.  

The strength of these four studies lies in them being conducted on the routes and in the modes 

that the proposed policy was going to be potentially applied to, thus external validity was high. 

Since routes were familiar to the participants, any contextual preferences or perceptions that 

influenced behavior in the study would be the same ones that would influence their behaviour 

in the field, outside of the study. While familiar field settings generate high external validity it 

is not necessarily the case that findings are transferable to other traffic regions and driving 
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populations, unless additional information is collected under conditions of high internal 

validity that will allow estimation of appropriate decision models. In addition, field studies that 

offer incentives to change behaviour need to be concerned about possible leakage of 

information about these incentives since they can affect baseline behaviour and result in biased 

conclusions. Further, such information leakage can result in sample selection whereby a larger 

portion of individuals who stand to gain from the incentives sign up to participate than the 

proportion that would result from a random selection. As new technology makes it possible to 

conduct field experiments at lower cost, it will improve the opportunities of achieving higher 

internal validity through additional individual level observations, but it may also increase the 

risk of information leakage and the possibility of strategic bias.   

Safety. Speed is an important determinant of accidents since it affects both the number and the 

incidence of accidents. To handle the externality in speed choice, most societies use a 

combination of regulations (speed limits), enforcements (fines) and insurance schemes with 

deductions and bonus-malus provisions.  

PAYS: In 2002, Hultkrantz and Lindberg (2011) conducted a field experiment of a Pay As You 

Speed (PAYS) insurance scheme involving 95 drivers in Sweden. The participants for this 

study were recruited from a larger vehicle-fleet trial with 1000 drivers involving Intelligent 

Speed Adaptation (ISA). 250 of these 1000 drivers agreed to have their vehicle fitted with on-

board computers that had digital maps, GPS positioning and mobile communication facilities. 

The technical system informed the driver about the speed limit on a display in the vehicle while 

an acoustic signal and a flashing light alerted him or her if the speed limit was exceeded. The 

experiment varied both a monthly endowment of money given to participants from which the 

penalties would be deducted and the amount of the penalty. The design put a cap on how much 

penalty could be charged so that each participant was guaranteed to get earnings of at least 75 

SEK per month, in essence allowing participants to go bankrupt instead of incurring additional 

penalties. In principle, such a design can make participants risk loving as they approach the 

bankruptcy threshold since they have nothing left to lose. The authors report, however, that no 

one was even close to the bankruptcy threshold. Baseline observations on speeding were 

obtained from the larger, earlier study, thus making it unlikely that these observations were 

affected by strategic concerns. The authors were also able to investigate sample selection 

effects since they were given access to data on speed collected from the remaining drivers with 

in-vehicle technology from the original ISA trial. There is also a reported “Hawthorne” or 

“placebo” effect, as speeding was reduced initially, but this reduction was only sustained in the 

conditions with penalties. In this study, higher penalties do not generate stronger effects, which 

is in line with experimental evidence that the effectiveness of incentives is often not a linear 

function (e.g., Holt and Laury 2002, Rydval and Ortmann 2004). 

Similar studies were later conducted in Denmark (Agerholm et al. 2008), but with the purpose 

of testing if financial incentives, such as a discount on their insurance premium, would 

incentivize younger drivers to adopt an ISA technology. The study offered 30% discounts on 

insurance premium for drivers aged 18-28 years. Each participant first drove during a 1.5 

month long baseline period. During this time there were no signals to the driver indicating 
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speeding from the ISA unit, nor were there any other interventions aimed at reducing their 

speed. Following the baseline period each driver was randomly assigned into one of four 

conditions, varying incentives and information, all employing ISA. This “ISA period” lasted 

4.5 months. If the car exceeded the speed limit by more than 5 km/h, the driver received a 

verbal warning. The third warning resulted in penalty points. Each penalty point deducted 7 

Euro cents from the 30% discount. There was also a cap on the cumulative penalty so that 

the insurance premium was capped at the non-participation level. Their results were based on 

38 participants: The combination of information and incentive resulted in the highest reduction 

in speeding, followed by information provision and the incentive-only treatment. This indicates 

that incentives without information provision might have minimal impact on speeding 

behaviour. The control group, which received no penalties or verbal warnings, increased their 

speeding during the “ISA Period” compared to the baseline, consistent with an initial 

Hawthorne effect that wears off eventually.  

Bolderdijk et al. (2011), in collaboration with five Dutch insurance companies, carried out an 

incentivized PAYS experiment with 141 young drivers in the Netherlands. The participants 

could receive up to 50 Euros discount monthly: up to 30 Euros for not exceeding the speed 

limit, 15 Euros for reduced mileage, and 5 Euros for avoiding driving during weekend night 

time hours. Excessive speeding (driving over 20% of the speed limit) and speeding during 

weekend night-time hours resulted in additional penalty points. The study was divided into four 

phases. The first and last phase had no incentives so only observations on speeding and mileage 

were done.  There were two treatment conditions: a gain frame and a loss frame, in addition to 

a control group with no incentives. The study reports that the PAYS scheme significantly 

reduced speeding on all types of roads. However, there was no significant impact on mileage 

driven, or reduction in night time driving. Furthermore, there was no significant difference in 

behaviour between presenting the incentives as a loss or gain.  

These three studies show that one need to worry about possible “Hawthorne” effects, thus 

allowing a sufficiently long study period for these to disappear before drawing inferences. 

Simply signalling speeding to the driver has no effect, but adding penalties is successful. 

Incentives are not significantly different across gain and loss frames. Caps on penalties were 

instituted to guarantee participants positive net earnings, but such design features could result 

in risk loving behaviour.  

Strategic concerns with field experiments. An early field experiment by Bohm that was never 

published but which is discussed in Bohm (1984, p. 136) offers an important related lesson. 

Bohm undertook an experiment on a new bus service to a major hospital in Stockholm. The 

purpose was to find out how valuable this new bus service would be by eliciting the willingness 

to pay from participants who would be affected by the added route. The experiment was to 

provide the bus route for a 6-months trial period and during that time riders would pay for the 

service. As it turned out, when the experiment started nobody turned up to use the bus service 

due to a union boycott. The union was concerned that in this city with publically funded transit, 

evidence of private payments would lead to political decisions to keep the new bus line 

privately funded. The important lesson here is that any experiment, field or lab, is linked to 
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activities and concerns that potential participants have outside of the experiment, and these 

influence both the decision to participate, leading to sample selection, and decisions made in 

the experiment, which potentially confound the results. Many field experimental protocols 

require the participants to be informed about the incentive structure and the mechanism, and 

therefore experimenters need to carefully consider any strategic concerns that might arise. For 

example, individuals may behave differently if they believe that their behaviour could shape 

policy. 

These field experiments have a number of things in common. They all had a control condition 

and treatment conditions; they all used clear monetary incentives in the treatment conditions; 

they were conducted in participants’ natural environments; and most of them used technology 

to collect the observations directly. While field experiments can have a high external validity, 

they provide less control of other factors in various ways. For example, the number of 

experimental manipulations is limited as is the ability to observe many behavioural factors that 

determine choice. Lab experiments, in contrast, may have weaker external validity but allow a 

greater degree of control of other factors. It is possible to use lab experiments to perform 

preliminary hypotheses tests in a more controlled and less expensive environment prior to 

conducting a field experiment. At other times lab experiments can be complementary to field 

experiments when conducted on the same participants, providing measures of agent 

characteristics that are difficult to identify in the field.  

Complementary Field and Lab Experiments. Andersen et al.  (2014) conducted a route pricing 

field experiment in the Orlando and Atlanta areas with daily commuters, complemented with 

lab experiments involving synthetic choice tasks as well as simulator based choice tasks to 

measure decision characteristics of the participants. 497 commuters participated in four lab 

experiment sessions and three field driving periods over an 8-10 week period. For the field 

driving experiment route choice as observed via GPS recorders on a 5 mile segment of the 

participants’ usual daily commute between home and work, both in the morning and the 

evening.  The restriction in route length and times of the day was implemented to restrict the 

variations in trip purpose and trip value, that otherwise would confound the inferences. The 

routes are important commuter routes, with one being an expressway and the other being an 

arterial road with intersections and traffic signals. Monetary incentives were used for both the 

driving task and the belief elicitation task. In the former task drivers were paid either $2.50 or 

$5 for each drive (with a limit of 10 drives per week), and were then charged various prices for 

accessing either of two routes. Adding lab experiments with tasks to elicit beliefs about travel 

times allowed the estimation of value of time and value of travel time reliability based on 

participants’ perceptions rather than on actual travel times. Further lab experiments with lottery 

choice tasks were used to identify utility over money, such that a multi-attribute utility function 

could be estimated. The additional lab tasks lead to significant adjustments in the estimates of 

value of time and value of reliability, indicating that relying on actual travel times and on linear 

relations between time and money may lead to biased inferences.  

We summarize the findings from field experiments that have studied choices in exogenous 

contexts in Table 1. 



10 

Table 1: Summary of findings from field experiments with exogenous context 

Study Questions Key Findings 

 

High external validity, low internal validity. GPS technology improves 

reliability of data collection. ISA technology used for enforcement of 

speeding penalties. 

Incentives: Route 

Choice 

Lack of awareness of alternatives  

Heterogeneity in motivations 

  
Inflexibility to change habits 

Unanticipated costs and effort with GPS technology 

Incentives: 

Departure Time and 

Mode Choice 

Mixed findings on effects on departure time choice 

No significant impact of incentives was found on mode choice. 

Concerns with strategic behaviour 

Safety 

Information alone has no effect on speeding but adding penalties does.  

Gain and loss frames are not significantly different 

Initial Hawthorne effects require longer study periods  
  Successful use of ISA technology 

Strategic concerns 
Strategic concerns can generate biased responses and can influence sample 

selection 

Measurement using 

complementary lab 

experiments 

Travel time perceptions do not match actual travel times.  

More flexible utility functions lead to different inferences. 

 

2.1.2 Laboratory Experiments with Driving Simulator 

Route Choice and Pricing. Dixit et al. (2015) used route choice tasks in driving simulators to 

estimate risk attitudes and compared these to risk attitudes estimated from more standard 

stylized lottery choices. The paper is a methodological contribution comparing risk attitudes 

not only between these two types of tasks, but also across a sample of participants recruited 

from daily commuters and a sample of university students. The stylized lottery choices were 

presented as pie charts with two colours, each representing one of two possible outcomes: a 

high monetary prize and a low monetary prize. The proportion of the pie that was covered by 

each colour represents the probability, similar to a lottery wheel. In addition, text under each 

pie chart explained which numbers on a ten-sided die corresponded to which prize, the high 

and the low. Such a ten-sided die was used to play out the lottery. Participants saw two of these 

pie charts at the same time, with the one on the left being less risky than the one on the right. 

The task was to choose which one of these two to play out for money. Prizes varied from $0.25 

to $10. The choice task in the simulator was designed to be very similar to the stylized lottery, 

to make them as comparable as possible. The risk facing participants was that of congestion on 

one of two available routes in the simulation. The perception of risk was controlled by drawing 

cards from decks with known proportions indicating congestion. The value of time was induced 

with money. While there were initial differences in risk attitudes, both across type of tasks and 

type of participants, very minimal experience was required to make them the same. The 

conclusion is that tasks that are easier to implement, such as stylized lotteries, and participants 

that are less costly to recruit, such as university students, can be used to learn a lot about risk 

attitudes in more involved, contextual tasks for individuals who are familiar with that context.  

Tsang (2015) reports on a lab experiment with participants recruited from the commuting 

population in Atlanta and Orlando. The experiment offers the participants a route choice task 
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conducted in a simulated driving environment where the choice is between a safe route that has 

a toll charge and a route that may get congested, but where the probability of congestion is not 

known. Participants get an initial random sample of ten observations from which they can form 

their prior beliefs about the congestion risk. After these prior observations each participant 

makes ten drives in a simulated environment. These drives are hypothesized to influence the 

beliefs drivers hold over the congestion risk, but the experience is asymmetric in that the 

experience is only informative about the congestion risk if the driver chooses the risky, 

congested route. If the driver chooses the safe route, he cannot observe whether the non-

selected route is congested or not. The author finds that participants in the low congestion risk 

condition use the risky route more than those in the high congestion risk condition and are 

therefore able to update their beliefs through experience. Of course, in many field traffic 

settings GPS or traffic radio ameliorate these asymmetric information conditions, thus 

weakening the external validity (e,g,, Devetag and Ortmann 2007; see also Selten et al., 2007, 

and Chmura and Pitz, 2007, which we discuss below).  

Safety. There are numerous studies that have used driving simulators to study safety; there are, 

however, only two studies whose design has been based on Induced Value Theory. 

Subjective Beliefs of Crash. Dixit et al. (2014) conducted an incentivized laboratory 

experiment with student participants to investigate whether risk attitudes or beliefs about the 

likelihood of crashing affected crash propensity. A driving simulator was used to model a left-

turn task with an oncoming queue of vehicles. All values were induced: the value of making a 

successful turn was set at $10, the cost of a crash at $5, and the cost of delaying the turn by one 

other vehicle in the oncoming cue was set at $1. If a driver successfully turned in the very first 

gap of the oncoming queue the earnings was $10, with every extra gap he waited reducing 

earnings by a dollar, and crashes reducing earnings by $5. The benefit of waiting was that the 

gaps between the cars in the oncoming queue got larger, thus lowering the risk of crashing. 

Before making the first turn, the drivers were given tasks to measure their accuracy in the 

perceptions of gap sizes and to get familiarity in operating the driving simulator. After the first 

turn (which was paid), drivers were given the opportunity to make three more practice turns 

without earnings, before making a final, paid turn again. Finally, participants were paid on 

successfully turning four times in randomly selected gaps between on-coming vehicles, this 

task was used to measure their ability to drive in the simulator.  The key observation collected 

in the main turning task was which gap they selected to turn in. In addition they were given 

simple lottery tasks of the kind employed in Dixit and Denant-Boemont (2014), to measure 

their risk attitudes. Controlling for their risk attitude, the gap they chose to turn in is interpreted 

as reflecting their beliefs about the relationship between gap sizes and crash propensities. The 

authors report that the inferred beliefs depend on both the level of drivers’ experience (as 

measured by comparing the first to the second paid turning task) and skill (as measured in the 

final turning task with randomly selected gaps). The variation in the propensity to crash was 

better explained by variations in the beliefs about crashing than risk attitudes.  

Insurance demand. Accident forgiveness is often considered as a type of “premium insurance”, 

it protects the insured against a premium increase in the case of an at-fault accident, and 
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provides rewards in terms of coverage and premiums for those who remain accident-free. Liu 

(2012) conducted laboratory experiments with student participants to investigate preferences 

over inclusion of accident forgiveness in the insurance contract. The main question concerns 

how individual discount rates and risk attitudes influence the decision to purchase accident 

forgiveness. Both discount rates and risk attitudes were elicited through incentivized tasks. The 

author observes how safe drivers are in a driving simulator and places participants subsequently 

in driver risk categories, similar to how insurance contracts are based on recorded risk factors 

for drivers. The author concludes that both discount rates and insurance price reduce insurance 

purchases. Risk attitudes affect insurance decision-making only among those with a relatively 

high degree of risk aversion. We summarize the findings from driving simulator experiments 

that have studied choices in exogenous contexts in Table 2. 

Table 2: Summary of findings from driving simulator experiments with exogenous context 

Study Questions Key Findings 

 
Virtual reality and driving simulators bridge internal validity of lab with 

external validity of field. 

Route Choice 
Risk attitudes elicited through lottery choices were similar to those elicited 

using a simulator. 

  Risk attitudes are heterogeneous. 

  Less exploration of risky routes occur when congestion risk is high 

Safety 
Subjective beliefs, experience and skill all influence decisions that affect 

crash propensities, controlling for risk attitudes 

  Risk attitudes influence insurance decision-making  

 

2.1.3 Laboratory Experiments without Driving Simulators 

Information. Route Choice. Ben-Elia et al. (2008), Ben-Elia and Shiftan (2010), and Ben-Elia 

et al. (2013) analyse a pairwise route-choice experiment using induced monetary value for time 

and, with a large number of choice repetitions, investigated the effects of providing real-time 

information about travel time distributions on risk-taking behaviour. They gave their 

participants three types of pairwise route-choice tasks, with a Fast Route and a Slow Route in 

each pair. The routes also differed in riskiness. In the first type of task, “Safer-Fast”, the Fast 

Route was safer than the Slow Route. In the second type, “Risky-Fast”, the Fast Route was 

riskier than the Slow Route. In the third type, “Low-Risk”, both routes were relatively safe. 

Each participant was given 100 tasks for each of the three types, controlling for the order in 

which the types were played out. Each participant was also given an initial endowment and a 

cost of 2 cents per minute of travel time accrued throughout the experiment. Since the routes 

differed by 5 minutes in expected travel times, the expected cost of choosing the slower route 

was 10 cents in each task. The choice task was carried out in a two-route network. The authors 

randomly assigned the participant pool to two conditions: a control condition without any real-

time information on travel times and a treatment group that did receive this information. The 

information given consisted of the minimum and maximum travel time for each route. The 

mean of this distribution was randomly selected before each drive, keeping both the difference 

in the means across the two routes and the range of both distributions fixed. Both groups were 

given feedback about the actual travel time after completing each period. The authors found 
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that initial effects of information wore off with experience, and in both conditions behaviour 

became more stochastic over time in the tasks with higher risk for either of the routes.  

Even though monetary incentives were used in this experiment, i.e. an induced monetary value 

for time at 2 cents per minute, the large number of repetitions and the speed at which each 

choice was carried out could have caused participants to use a relatively inattentive, mechanical 

choice process. Had fewer task repetitions been included, more attentive and deliberate choice 

process might have been chosen and the pattern of behaviour might have been quite different. 

Thus, while the incentives were salient in the sense that the monetary consequences were linked 

to their choices, the incentives might have not been enough to dominate other intrinsic values 

such as boredom and/or an urge to move quickly through the tasks might have confounded the 

incentives. Intrinsic value confounds are considered a violation of the dominance criterion in 

Induced Value Theory (see Harrison 1989). 

Parking. Bergantino et al. (2015) provide a lab experiment on choice over parking alternatives.  

Student participants were presented with 128 scenarios in which they had to choose between 

three options that were either risky (the probabilities were known to the participants) or 

uncertain (the probabilities were not known to the participants). The risky option corresponds 

to situations where technology is used to provide information about parking availability, while 

the uncertain option has no such information. The payoffs for each option were in terms of an 

induced value of finding a parking spot (set at €10), the search time for finding a spot, and the 

walking time to the parking spot. Rather than induce the value of the search time in money, the 

cost was implemented so that participants had to stay in the lab after completing their tasks if 

they chose an option with higher search cost. Walking time was implemented as a walk to a 

separate room to get paid. Both the search time and the walking time varied across options. 

This design implied that the opportunity cost of choosing to search or walk was subjective and 

depended on the alternative activities that were available to participants at the time of the 

experiment. One of the 128 scenarios was randomly selected at the end to be the one that was 

actualized. Thus, only for that scenario was the risk or uncertainty played out to determine if 

they were paid the €10, and search and walking time were enforced. Responses were mostly in 

line with the predictions of standard economic theory, with the exception of walking time, 

which appears to have no significant effect on choices. Increases in parking cost and the cost 

of searching for parking reduced the demand for parking and increased the demand for walking. 

Technology enabled parking that transforms uncertainty into risk, increases the demand for 

parking. 

Freight. Denant-Boemont and Hammiche (2010) conducted a lab experiment with student 

participants to test how agents react when one of two choice options is irreversible while the 

other is perfectly flexible and both have unreliable travel times. The motivation behind the 

design was the choices that haulers have between loading the truck on a train, and subsequently 

not being able to switch to a roadway option, or hauling on the highway with its more flexible 

route choices. In the experiment, participants made a freight choice in stage 1. If the choice 

was the highway, they had in stage 2 the opportunity to change to rail. No option to switch was 

available for rail. Payoffs to agents depended on tariffs for the road or rail option, and the risk 
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of congestion with additional, costly travel time. The cost per minute of travel was induced and 

set to a constant that was the same for the two options. Travel times and the risk for congestion 

were calibrated to actual data from various studies on freight in France, thus giving the task a 

field flavour. Tariffs for the road and rail options varied across participants and could be low, 

medium or high. Further, there were two information conditions that varied across participants: 

in the Perfect-Information condition the state of the traffic in stage two was fully known to 

participants and could influence the route choice for those who selected the flexible option, and 

in the No-Information condition none of the participants knew anything about the state of 

congestion and travel times in stage two. Each participant made a sequence of 24 decisions, 

with feedback on earnings after each. Behaviour depended on the participants’ risk attitude 

(value of travel time unreliability) and whether or not the perception of the costs and benefits 

of the options, as well as the probabilities of each possible state, matched their objective 

descriptions. The experiment showed that the results were in agreement with the theoretical 

model: Haulers’ choices depend on the price for railways and on the information obtained by 

the hauler during their travel. However, the authors found evidence that individual behaviour 

tended to exhibit some inertia over multiple periods.  

Safety. DeAngelo and Charness (2012) conducted a lab experiment with student participants 

on the choice of speeding when various mechanisms for enforcement are used. In particular, 

they focussed on the probability of getting caught and the penalty, when getting caught. The 

task was implemented only through text, no actual driving was involved. The rounds 

progressed at a rapid pace. All outcomes were induced in money terms. Participants were told 

that if they chose the option “not speed” they would get $0.60 while if they chose the option 

“speed” they would get $1.00. There were two separate experiments. In the first there was a 

50% chance of being either in a case where the probability of being caught was 1/3 and the fine 

was $0.90 or in a case where the probability of being caught was 2/3 and the fine was $0.45. 

In either case the expected fine was $0.30. Participants made choices over 30 rounds. During 

the first ten rounds, the baseline, the only choice they made was whether to speed. After each 

round they got feedback on whether they were caught, and if so, what their fine was and their 

final earnings for the round. In the second set of ten rounds participants were asked to vote for 

one of the two enforcement mechanism at the beginning of each round, and the winning one 

was then implemented in that round. In a third set of ten rounds the participants were introduced 

to two new enforcement mechanisms, both with an expected fine of $0.50, i.e. higher than in 

the previous rounds. Again, the participants first voted for one of the mechanisms, and then 

made their decision to speed or not. In the second experiment the first ten rounds were 

conducted exactly as in experiment one. During the second set of ten rounds, instead of voting, 

one of the two enforcement mechanisms were imposed with certainty, but in the final set of ten 

rounds, voting was again introduced. The study shows that removing the extra layer of 

uncertainty after the first set of ten rounds increases the propensity to speed. The increased cost 

of speed in the last set of ten rounds in experiment one lead to less speeding. Further, when the 

regime shown to be less popular through voting was exogenously imposed, there was also less 

speeding.   

The findings from laboratory experiments in exogenous contexts are summarized in Table 3. 
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Table 3: Summary of findings from laboratory experiments with exogenous context 

Study Questions Key Findings 

 
Money or time can be induced in the lab. There is an important role of 

information provision through technology. 

Information Initial effect of information wears off with experience 

  
Individuals are willing to pay more for information in situations with 

higher risks. 

Parking 

Induced search time as well as monetary costs 

Individuals react negatively to perceived increases in parking cost and the 

cost of searching for parking 

  
Technology enabled parking increases the propensity to search for more 

convenient parking rather than walking 

Freight Price and  information influenced choice between truck and train 

  Individual behaviour tended to exhibit some inertia over multiple periods 

Safety Individuals reduce speeding with increases in the expected costs 

  Uncertainty in the enforcement regime results in reduction in speeding 

  
People are more likely to speed in a  punishment regime that were 

implemented through popular vote  

 

2.2 Choice in Endogenous Traffic Contexts 

Endogenous traffic contexts are those where the risk of congestion or other outcomes depend 

on the choices made by the participants. The contexts are almost always lab settings for the 

simple reason that field experiments would generally have to be full field trials in order to 

generate endogenous system-wide outcomes.  

2.2.1 Field Experiments 

Route Choice and Pricing. An example of a full field trial is the Stockholm congestion 

charging trial conducted in 2006 (Eliasson et al. 2009). At great expense, the entry points to 

the inner city were outfitted with charging stations using cameras. Both entry and exit at these 

points were charged and the rates varied by time of day, with a minimum charge of 10 kr (about 

$1.35 in 2006) and a maximum of 20 kr. There was no exogenous variation of the charging 

scheme during the trial period.  A reduction of 20-25% of traffic crossing the cordon was 

observed, and eventually a permanent charging scheme was implemented.  The only outcome 

variable was the traffic volume going through the cordon. Individual vehicles or drivers were 

not tracked to observe any use of alternate routes (or modes).  However, the authors report that 

experience of the field trial increased the acceptability of congestion pricing.  

Full field trials such as this are both expensive to implement and also limited in the extent to 

which target variables can be varied, such as the pricing scheme. In a laboratory, costs are 

greatly reduced and a large number of exogenous variations in both charges and road 

characteristics can be implemented. There are trade-offs: one of the weaknesses of laboratory 

experiments is that the size of the group participating in any trial tends to be small, so that each 

individual participant has a direct and noticeable influence on the traffic outcomes. That said, 
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it is well established in the laboratory that sometimes it takes surprisingly few participants to 

establish, for example, a situation of “many” (e.g., Huck et al. 2004). Table 4 summarizes this. 

Table 4: Summary of findings from field experiments with endogenous context 

Study Questions Key Findings 

 Cameras used at charging stations. 

Route Choice 

and Pricing 

Pricing reduces congestion 

Experience of pricing improves its acceptability 

 

2.2.2 Laboratory experiments  

The lab experiments with endogenous traffic conditions that we review here are undertaken 

under very stylized conditions where the only connection to transportation is in the labelling 

of the choice options and the outcomes. This type of experiment allows a longer time sequence 

in the lab with a larger number of observations in each traffic system over time. However, 

behaviourally it is possible that decisions differ in this type of setting compared to slower 

settings where each choice is carried out along with some real-time development of driving 

and traffic, such as in traffic simulations or field driving. These lab experiments use induced 

values for all benefits and costs associated with options and outcomes.  

Information. Route Choice. Selten et al. (2007) reported an experiment conducted over 200 

rounds where groups of 18 make a binary route choice in each round. Payoffs were presented 

in an experimental token currency and converted to a real currency (Deutsche Mark, using 

2000-2002 exchange rates). In each round a driver received 40 tokens (about $0.24) from which 

the induced value of the actual travel time was deducted. One route (the Main Road) had more 

capacity than the other (the Side Road) and hence in any market equilibrium the predicted 

volume was higher (12 participants) on the Main Road was twice that on the Side Road, with 

token payoffs of 10 ($0.06) for each route. Between each round participants received feedback. 

In one condition they were told what their actual travel time was (as well as what their earnings 

were) and in another condition they were also given information about the travel times on the 

non-selected route. There were 6 sessions for each condition, thus 6 independent data points. 

The findings are similar to those of many experiments with multiple equilibria: there is a great 

deal of variation in participant choices with no strong indication of convergence. Based on 

these observations the study proposes two types of observed response modes: a direct response 

mode where a switch becomes more likely the lower the payoff was, and a contrary response 

mode where a switch becomes more likely the higher the payoff was.  

Chmura and Pitz (2007) is an experiment with very extreme congestion payoffs: only 

participants who chose the non-congested route earned positive payouts. In transportation 

terms, such a payout scheme is like a late arrival penalty that exactly cancels the value of the 

trip and late arrival is a consequence of any congestion caused on the road with the majority of 

the traffic, no matter how small the majority is. Each group of 9 drivers repeated the same route 

choice task 100 times and were given feedback on whether the route they had selected was 

congested, and thus what their payoffs were for that period. As in Selten (2007) there was no 
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actual driving so rounds progressed fairly quickly. Payoffs were denominated in experimental 

token currency and converted into Euros at the end of the experiment. Each token was worth 

0.2€, with the maximum possible earnings being 20€. There were two information conditions: 

in one participants received feedback on whether the route they had chosen was selected by a 

minority or majority of the participants, and in the other they received additional feedback on 

the distribution of participants across the routes. There were 6 sessions for each condition, thus 

6 independent data points. As in Selten (2007) there was considerable variation in the 

proportion of those who selected each route, but less so in the high information condition. In 

both treatments, participants who did not switch routes often earned significantly more.  

Anderson et al. (2008) reports another lab experiment on route choice behaviour in small 

groups. Participants chose between a Safe Route with a fixed payout of $0.50 and a Risky 

Route where the payout depended on how many of the participants entered. The payoffs 

decreased by $0.50 for each entrant. All payoffs were in legal currency (US dollars). As in the 

Selten et al. (2007), and Chmura and Pitz (2004a, 2004b) the total traffic volume was close to 

the equilibrium prediction, but there was a significant amount of fluctuations across the routes. 

The authors also tested the impact of additional information on the number of participants who 

chose either of the routes, and they observed a significant reduction in fluctuations. They also 

found that tolls on the risky route reduced entry and thus congestion.  

These studies were based on observing relatively small groups of participants where the route 

choice of each of them had a clear and noticeable effect on the congestion levels. Whether the 

findings are robust to larger groups where no individual driver has a direct influence on the 

congestion level remains an open question. It seems clear though that information provision 

has a stabilizing effect, consistent with conclusions drawn in Ben-Elia and Avineri (2015). This 

has implications for applications of information technology on congested routes.   

Mode Choice. Denant-Boemont and Petiot (2003) investigates the valuation of information in 

a mode choice task. 3 groups of 10 participants made decisions over 10 rounds. Participants 

were informed about road capacities, after which they chose transport mode train or road. The 

train mode arrived on time with certainty. All players could purchase information about traffic 

levels on the road, i.e. how many participants selected the road. The purchase decision was 

private information – no other participants knew who or how many purchased information. 

Next, all players who chose the road selected their route, either the local or the highway. There 

was no toll on either route. The capacity on the local route was less than on the highway. They 

were again offered the chance of purchasing traffic information, this time for the conditions on 

the highway. Finally, participants chose departure time. Payoffs depended both on arrival time 

and travel time and both were induced in money. The data confirmed some theory predictions: 

participants’ valued detailed information (about highway conditions) higher than general 

information (about roadway in the aggregate) and they bought information when the variance 

in payoffs was high, suggesting risk aversion. Despite assuming risk neutrality, their proposed 

theory provided a reasonable approximation for observed behaviour. Participants appear to be 

learning as the type of choices they make changes over time. 
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Networks. Mak et al. (2015) designed an experiment with a complex network consisting of a 

common origin, four different destinations with the same value, and multiple routes, each with 

three segments, many of which were shared between routes. The two conditions differed in the 

information given to participants. In the first, information about arrival times for various routes 

was only given after the route had been completed. In the second, information was given at 

each node between segments and participants made decisions about directions in a sequential 

manner. Five sessions of 18 participants each were assigned to each of the two treatments. The 

route choice task was repeated 50 times and no actual driving was involved. The authors report 

that there was no significant difference between the information conditions, with equilibrium 

predictions being approached rapidly in both conditions.  

Pricing.  Route Choice. Janusch et al. (2015) report a lab experiment of a two-route choice 

setting with varying tolls and six drivers in each group. One route was longer but with a certain 

travel time and the other route was shorter but with a risk of congestion. Value of time was 

induced in money and varied across participants. The experiment used student participants and 

there was no actual driving involved.  In each session participants made route choices in three 

blocks of ten rounds each. The first block of route-choice rounds was a baseline without a toll. 

Before and after this first block there was a referendum over the acceptability of a toll. The 

second block featured an exogenously imposed toll, followed by another referendum, and the 

third implemented the outcome of one of the three referenda. Two conditions varied revenue 

allocations from the tolls and another two the information given before the vote. One revenue 

allocation treatment guaranteed that all participants were better off with the toll than without, 

the other one led to some participants being losers and some being winners. In one information 

treatment participants were shown the average total costs during the first two blocks of rounds 

for their group, and in the other they were shown each group member’s costs. The authors 

report that the personal experience of tolling increases the acceptability of using tolls as a 

congestion management tool, and tolls generally reduce congestion.  

Mode Choice. Chidambaran et al. (2014) report a lab experiment on mode choice using field 

participants in Hyderabad. Each session had 6 participants choosing between bus or car travel. 

The tasks did not involve any actual travelling. Participants in all 34 sessions first participated 

in 6 baseline rounds, followed by 6 rounds of either a bus subsidy (17 sessions) or a parking 

fee (17 sessions) and a final block of 6 rounds with a public coordination condition. In the 

public co-ordination condition one player would be randomly selected to be allowed to take 

the car in each round, and every participant was guaranteed to be selected exactly one time. 

Given the parameters used in the experiment, one participant taking a car and the other 5 taking 

the bus corresponds to the socially efficient solution. The user equilibrium was for 3 

participants to take a car and the other 3 to take the bus. Recruitment selected only volunteers 

who had experience with both car and bus travel outside of the lab. The study finds modest 

effects due to parking fees and bus subsidies. The public coordination condition, although it 

increases earnings, is somewhat less effective at reducing car use.  

Departure Time Choice. Gabuthy et al. (2006) tests the equilibrium predictions in a model of 

departure time choice with two routes that have different tolls and bottleneck capacities. There 

were 12 sessions of 8 drivers each making a sequence of 15 departure choices. The bottleneck 
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capacity on one route is twice that of the other route. All values were induced in money and all 

participants were students. Feedback on travel time, arrival times, distribution of drivers, and 

payoffs are given after each round. There were two conditions: a low toll and a high toll on the 

high bottleneck capacity route. The low toll was found to be the most efficient. The equilibrium 

departure distribution was reportedly not reached but there was a trend towards the equilibrium.  

Uncertainty. Mode Choice. Innocenti et al. (2013) report a lab experiment in mode choice. In 

each of three conditions participants chose between car and metro or between car and bus travel 

modes. 30 participants participated in the first condition, choosing between car and metro over 

50 rounds. The metro option was described as a fixed, and known, total cost, consisting of a 

metro price and a monetized travel time cost. The car option had an uncertain cost due to 

endogenous congestion, determined partly by how many participants chose car over metro. In 

the other two conditions, with 15 and 17 participants each, the choice was between two 

uncertain options: car and bus, also for 50 rounds. The last two conditions differed in the fixed 

cost portion for the bus mode. Each condition was conducted only for one session. Payments 

were calculated in experimental token currency, converted to Euros during payments at the end 

of the session. The study finds that drivers do not appear to maximize profit, but display an 

intrinsic preference for car over metro and bus independently of the monetary incentives. The 

incentives at the margin appear very small, with an opportunity cost of less than 0.5 

experimental token for taking the car instead of the metro or the bus under congested 

conditions, and each token being worth less than 10 cents. Given such modest incentives, it is 

not clear that the incentives satisfy the dominance criterion from Induced Value Theory.  

Congestion cost. Denant-Boemont and Fortat (2013) conducted a lab experiment with student 

participants to test the effect of linear vs. exponential congestion cost, hypothesizing that the 

latter would lead to an enhanced reluctance of drivers to enter the congested activity. While the 

experiment was motivated by road congestion, no transportation labels were used in the tasks. 

Twenty sessions with small group size and exponential congestion were conducted, 10 with 

large group size and exponential congestion, 10 with small group size and linear congestion, 

and 5 with large group size and exponential congestion. The authors concluded that there were 

no differences in behaviour between an exponential and linear costs.  

Departure time and bottlenecks. Schneider and Weimann (2004) evaluated the predictions of 

the single-bottleneck model proposed by Arnott et al. (1990, 1993).  The experiment involved 

evaluating equilibrium predictions for departure-time choice, where the traffic system has a 

single bottleneck causing endogenous congestion. They conducted a set of two experiments 

referred to as the ‘Magdeburg Experiment’ and the ‘Bochum Experiment’ based on the location 

where the two experiments were conducted. The Magdeburg Experiment had three sessions, 

and in each session they had two groups of 20, which were later combined to form a group of 

40. Therefore, there were 6 observations with a group size of 20 and 3 observations with a 

group size of 40. Each group played 30 rounds. The two treatments based on group size also 

differed in the parameters of the cost function. The authors found that in the 20 participant 

treatment the cumulative departure times observed were not statistically different from the 

equilibrium. However, in the 40 participant treatment they found the empirical distribution of 

the departure times was significantly different from both the equilibrium prediction and the 

Pareto-efficient outcome. Schneider and Weimann (2004) invoked payoff dominance as a 
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possible explanation since the difference in expected payoffs between the equilibrium 

predictions and the Pareto-efficient outcome was relatively small. In the Bochum Experiment 

the same game was played with 10 players, and each player was given 10 vehicles to allocate 

across the departure times. They found that the observed departure time choices were close to 

Pareto-efficient distributions when the number of vehicles given to each participant was equal 

to the capacity of the bottleneck. They concluded that if each participant had control over 

multiple vehicles, the participants internalized the external effects of their choices by 

distributing the vehicles across alternatives, which results in the decisions tending towards 

Pareto-efficiency. 

Ziegelmeyer et al. (2008) evaluated the impact of large group sizes and information on 

coordination and convergence to equilibrium. The experiment implemented Arnott et al.’s 

(1990) bottleneck model with departure time choices. Payoffs depend on induced value of time 

as well as early and later arrival penalties. They compare group sizes of 4 to group sizes of 16 

and implement variations in public information. They found no evidence that either large or 

small group sizes had problems coordinating and neither information nor variations in delay 

cost had a significant effect. A potential explanation to the lack of information effects could be 

that information was about historic traffic and this was of only limited value since they were 

matched into new groups in each round.  

Daniel et al. (2009) conducted an experiment to test a paradoxical bottleneck prediction. The 

experiment was carried out with 5 groups of 24 participants in two treatments, a high and low 

bottleneck capacity. Participants in each group made 50 departure time decisions, after 5 

practice rounds. Travel times as well as early and later arrival penalties were induced in money. 

Each round progressed quickly since no actual driving was conducted. The consequences of all 

decisions were implemented by the computer as soon as all decisions were made. All 

participants had complete information about travel times of all drivers. Observations support 

the predicted paradox: as the capacity of one bottleneck is increased aggregate travel times 

increase causing a social loss. The authors also comment that behaviour is consistent with 

mixed strategy equilibrium play: average payoffs approach theory predictions, variability in 

payoffs across subjects decrease, and the distribution of departure times approximate the 

symmetric mixed-strategy equilibrium prediction.  

Using a similar single bottleneck setup, Ramadurai and Ukkusuri (2007) studied departure-

time choice while accounting for the dynamics of traffic with homogeneous travellers having 

the same preferred arrival times. They theoretically showed the nonexistence of a Dynamic 

User Equilibrium in a discrete time single-bottleneck model. To test their theory, they designed 

a multiplayer online experimental network game to simulate traffic with a single bottleneck. 

The dynamics of traffic was simulated using the cell-transmission model. They paid the 

participant that had accumulated the most points at the end of the experiment. This tournament 

style reward system tends to increase risk taking among participants. They found support for 

nonexistence of equilibrium, and also observed less variability in choices when information 

was provided.  
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Paradoxes. Paradoxes in modelling transportation systems have played an important role when 

arguing in favour of informing policy decisions with transportation models. Researchers have 

used EE to study paradoxes associated with mode choice, route choice and information.  

Downs-Thomson. The Downs-Thomson Paradox states that additional road capacity causes an 

increase in total travel cost for users that choose between private car and public transit. Recent 

experimental work (Denant-Boemont and Hammiche 2012; Hartman 2012; Dechenaux et al. 

2014) has confirmed the existence of the Downs-Thomson Paradox. While all these studies 

found the aggregate choices to be close to the equilibrium, they also found systematic 

differences in individual level choices and variability.  Denant-Boemont and Hammiche (2012) 

used experimental groups of 15 subjects, where 14 were travellers choosing between road and 

transit, and the 15th subjects was the transit operator choosing transit capacity. The experiment 

was executed under two conditions: high and low road capacity. The transit operator is 

predicted to choose the same capacity, the minimum one, in both of these conditions. In eight 

sessions subjects initially experienced the low capacity condition and subsequently the high 

capacity condition, repeated over 20 rounds. In another eight sessions the order of the low and 

high condition was reversed. Subjects were paid for 4 randomly selected decisions from the 40 

that they made. As a design consideration, this feature allows subjects to reduce the risk, 

compared to when only one decision is selected for payment, since they could form risk 

reducing portfolios. The study reports that transit operators are not affected by the road capacity 

treatments, as predicted, but that they invest at a higher level than suggested by theory, although 

this tendency decreases over repetitions. Travelers respond to the exogenous shift in capacity 

as expected. The Downs-Thomson paradox is confirmed for the sessions that experience an 

increase in capacity, but the opposite effect is not found for the sessions that experience a 

decrease in capacity.  In Hartmann (2007, 2012) participants are given a choice of an 

uncongested highway or a potentially congested bridge, with induced value of time. The travel 

time on the bridge is a known linear function of the number of travellers. In one experiment 

three conditions are used that vary in the distribution of the induced value of time. In another 

experiment, one condition was included where value of time was “home-grown” rather than 

induced in money.  In this condition participants have to wait in the laboratory for the amount 

of time that they have been delayed due to congestion. The study shows that increased 

heterogeneity in value of time leads to less variation in the proportions choosing each of the 

two options and to faster learning. The study also shows that the Downs-Thomson paradox can 

be avoided through tolling the shorter route. Decheneaux et al (2014) test the paradox in a 

setting where travel costs due to congestion changes in a continuous fashion for the road option 

but in a discrete fashion for the public transit option. They conduct an experiment under four 

conditions, varying group sizes (10 and 16), public transit pricing structures (average cost and 

constant cost), and varying road capacity. Each subject participated in two conditions, and the 

order of the conditions varied across sessions. Aggregate choice behaviour changes according 

to predictions across the conditions, although by less than predicted, but there is a great deal of 

variation at the individual level. The data generally supports the Downs-Thomson paradox.  

Braess Paradox. The Braess Paradox states that an additional link (or capacity) to traffic 

networks leads to deterioration of the overall traffic for certain networks. This prediction is 
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driven by the assumption of myopic and self-interested agents trying to maximize their own 

utility which leads to an equilibrium which increases social cost compared to the social 

optimum. Rapoport et al. (2006) studied the Braess Paradox with three levels of demand and 

found confirmatory evidence for the theory. Specifically, at the lowest level of demand, the 

addition of a Braess link improved the efficiency of the network, but with larger demand an 

additional link led to a deterioration of the overall traffic of the network. The experiment was 

carried out using 4 groups of 10, 2 groups of 20 and a single group of 40. In each group route 

choice decisions were made 40 times.  Following up on this study, Rapoport et al. (2009) 

studied the Braess Paradox with larger groups of participants and found that the paradox does 

indeed exist when group sizes are larger. Three groups each of 18 subjects participated in either 

a network where a link was added or a link was removed. In both of these cases is the paradox 

confirmed: subjects choices converge to the lower payoff equilibrium. In a second experiment 

6 groups of 18 subjects participated in route choice decisions in a larger network with more 

complex choice considerations. At the aggregate level the data supports the equilibrium 

paradoxical predictions. Both Rapoport et al. (2006) and Rapoport et al. (2009) show that at 

the individual level behaviour does not conform with equilibrium predictions, even though it 

does at the aggregate level.  

Meinhold and Pickhardt (2009) studied pricing in a Braess network and theoretically derived 

the maximum price that could be charged without causing a Braess paradox.  The experiment 

was conducted with paper and pen in groups of six. All groups first experienced the network 

without pricing over six rounds. In five groups subjects then experienced six rounds of pricing 

that was predicted to generate the Braess paradox followed by six rounds of pricing that was 

the predicted maximum not leading to Braess paradox. Another five groups experienced the 

pricing in the opposite order. Behaviour is close, but not equal to, the Nash Equilibrium 

predictions. Excess burdens are higher in the Braess paradox  

Morgan et al. (2009) perform experimental tests of both the Downs-Thomson and the Braess 

paradox in very similar networks. Groups of eight subjects participated either in a Downs-

Thomson or a Braess paradox and for each there were separate groups experiencing the 

changing conditions in opposite orders. Each subject made 120 decisions, 60 in each condition. 

The conditions for the Downs-Thomson paradox was a change in capacity and the conditions 

for the Braess paradox the existence of the extra link. In both of these experimental conditions 

behaviour is close to, but not equal to, the equilibrium. An important policy conclusion from 

this paper is that planners can effectively improve travel times by improving those routes least 

sensitive to network congestion (i.e., “least congestible route”). On the contrary, an increase in 

demand (i.e., “size”) can make the addition of a link counterproductive for society.  

Information paradox. Rapoport et al. (2014) test another paradox introduced by Lindsey et al. 

(2013). According to this paradox, under certain conditions pre-trip information about travel 

conditions can lead to longer travel times. The experimental implementation has two types of 

travel conditions for each route, a high and a low capacity. There are two treatments: one where 

the conditions on the two routes are correlated and one where they are not. Five groups of 20 

participants were assigned to each of the treatments. In each treatment participants first made 
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route choices over 80 rounds without prior information on travel conditions, and then over 80 

rounds with prior information. The authors find that information is beneficial when route 

conditions are uncorrelated but not when they are perfectly correlated.  

The ability to control conditions and generate high internal validity in the lab has resulted in a 

great variety of questions being asked and theories being tested. It has become clear that 

variation in experimental designs and protocols affect the findings. Table 5 summarizes the 

findings from endogenous laboratory experiments. In the next section we attempt to summarize 

the insights gained from the experimental applications. 

 

 

 

 

 

 

 

Table 5: Summary of findings from laboratory experiments with endogenous context 

Study Questions Key Findings 

Information 
Significant variation in individual route choice but information reduces 

such variability 

   Valuation of detailed information is higher than of general information  

Pricing  
Pricing has a modest influences on mode choices but reduce congestion in 

route choices; more so when prices are lower. 

  Personal experience of pricing influences acceptability of pricing  

Uncertainty  Intrinsic preference for car over transit despite greater uncertainty  

Congestion cost 
No significant behavioural difference between a linear and an exponential 

congestion costs 

Departure time 

choice  

Mixed findings on effect of group size  

Support for mixed strategy Nash Equilibrium, especially when individuals 

control multiple vehicles.  

Paradoxes  
Confirmation of theory predictions: Increase in capacity can result in 

increased congestion  

  Information sometimes result in deterioration in traffic systems  

 

3. INSIGHTS INTO TRANSPORTATION BEHAVIOUR FROM EXPERIMENTS 

Behavioural experiments in transportation science have been driven by three main needs: 

a) Testing mechanisms and technologies to evaluate their effectiveness (eg. incentives and 

monitoring to influence behaviour) 
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b) Testing theories and the fundamental assumptions they are based on (eg. testing 

paradoxical predictions and equilibrium properties) 

c) Exploring relationships between key characteristics of contexts or participants (eg. 

impact of group size on choice behaviour, impact of various types of information on 

choice behaviour, and the impact of subjective beliefs on unsafe behaviour and the 

propensity to crash) 

Key findings from our review of applications of EE to transportation are shown in Tables 1-5. 

As stated earlier, the use of actual consequences in EE significantly reduces hypothetical bias 

that exist in many stated preference surveys.6 Furthermore, EE has contributed significantly 

towards beginning to understand choice behaviour in both exogenous and endogenous 

transportation systems. While our review demonstrates that quite a few transportation 

experiments have been undertaken, the applications and designs vary such that not many 

common insights have yet been produced. The state of affairs is therefore one in need of 

replications. Some experiments also used questionable incentive mechanisms, and the reported 

findings would need to be reproduced under more salient incentives. Further, the use of driving 

simulators for endogenous behaviour has not been undertaken as yet. 

 

FIGURE 1: Comparison of Mixed Strategy Nash Equilibria predictions for binary choices in 

endogenous transportation systems with experimental data from (Dechenaux et al. 2013; 

Selten et al. 2007; Hartman 2012; Morgan et al. 2009; Rapoport et al. 2009). Data shows 

proportions of one of the binary choice options. 

 

Using pricing or information to influence behaviour has been shown to have some success. 

Effects of manipulations sometimes wear off over time, and at other times the pure effects of 

being in an experimental situation creates changes in behaviour.  There are, however, many 

details that differ across experiments and the detailed results are affected by such differences. 

In endogenous contexts there is general support for equilibrium predictions at aggregate levels, 

but at the individual participant level there is both variability and heterogeneity in responses. 

 
6 Reductions in the hypothetical bias of stated choice surveys have also been achieved without adding salient 

incentives. See Hensher (2010) and Fifer, Rose and Greaves (2014). 
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Thus, while at the group level a single market equilibrium may be observed, at the individual 

level there is a strong tendency toward stochastic choice or mixed strategy Nash Equilibrium 

behaviour. 

Transportation modellers have relied heavily on equilibrium theories for planning purposes. 

Theories, such as the Wardrop Equilibrium (Wardrop 1952), mixed-strategy Nash, and 

Stochastic-User Equilibria (Daganzo and Sheffi 1977), have been investigated in the literature. 

The replications of theoretical paradoxes in the lab provide some confidence in these theories. 

Almost all studies find significant switching at the individual level, suggesting either mixed-

strategy Nash, or Stochastic-User equilibria. In Figure 1 we compare the mixed-strategy 

theoretical predictions of mean and standard deviations with those observed experimentally in 

the literature (Dechenaux et al. 2013; Selten et al. 2007; Hartman 2012; Morgan et al. 2009; 

Rapoport et al. 2009).  

As is demonstrated in the R2 fits of the y=x lines in Figure 1, the theoretical mixed-strategy 

equilibrium predictions agree well with the experimental mean behaviour  findings, even when 

looking at the standard deviations. However, underlying these mean behaviours is a great deal 

of individual variations and understanding these is critical to understanding factors affecting 

reliability in the transport system (travel time reliability) and how people respond to it. Two 

distinct behavioural response modes were found in route switching behaviour by Selten et al. 

(2007): the direct-response mode and the contrary-response mode. Further, Dixit and Denant-

Boemont (2014) showed that, although a mixed-strategy equilibrium performs reasonably well 

when there are multiple equilibria, a Stochastic User Equilibrium -- a special case of Quantal 

Response Equilibrium (Mc Kelvey and Palfrey 1995, 1998; Goeree et al. 2008) -- provided 

much better predictions.  

 

4. DESIGN OF BEHAVIOURAL EXPERIMENTS ON TRANSPORTATION 

The methods from EE provide tools to implement behavioural control over participants when 

testing theories and policies. What distinguishes EE from Stated Choice experiments is the 

reliance on Induced Value Theory (Smith 1976, 1982). By inducing preferences (valuations) 

and/or beliefs following the conditions stated in Induced Value Theory, the experimenter gains 

control over many unobservable factors that influence choices. This is necessary for internal 

validity, i.e. for matching the experimental conditions to the assumptions of theory. Smith 

(1976) argued that the following three conditions are required to properly control participants’ 

innate characteristics and preferences: 

1. Monotonicity: This condition points to the nature of the incentives used. They should 

be such that experimental participants must prefer more of the reward medium over 

less, thus never being satiated within the experimental task. In the context of 

transportation systems, agents make choices in the money and the time domain. 

Preferences over money and time in transportation decisions outside the experimental 

laboratory can be assumed to be monotonic and the incentives used in transportation 

experiments should reflect this.  
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2. Salience: Given the institutional rules, and participants’ understanding of the link 

between actions and payoffs, the rewards received by a participant should depend on 

their actions (as well as that of other participants, in experiments involving 

interactions).   

3. Dominance: Changes in participants’ utility from the experiment should come 

predominantly from the reward medium, with other influences being negligible. This 

condition is the most problematic of the three conditions, since “other influences” may 

not be observable by the experimenter. Dominance becomes more plausible if the 

salient reward is large; this proposition itself is eminently testable in the laboratory. In 

addition, this condition is relevant for the no-deception norm widely accepted in EE, as 

participants second-guessing whether the experimenters will actually pay them is likely 

to lead to loss of dominance of the induced incentives. 

In essence, Induced Value Theory postulates that the incentives provided in this manner can be 

treated as the only argument in experimental participants’ utility functions.  

Due to the heavy reliance on these methods to ensure experimental control, it is critical to 

understand the strengths and pitfalls of various incentive mechanisms with respect to payment 

protocols, salience, and dominance.  

 

4.1 Incentives and payment protocols 

The literature offers various payment protocols ranging from lab money and actual money to 

randomized payments. We critically review these methods and identify their inferential limits.  

4.1.1 Payment Units 

A common incentive mechanism used in laboratories are experimental monetary units (referred 

to as Experimental Currency Units or ECU by Denant-Boemont and Petiot 2003; Lab Money 

or LM by Rapoport et al. 2007; Points by Denant-Boemont and Fortat 2013, Gabuthy et al. 

2006, and Hartman 2012; Taler by Selten et al. 2007; Time by Dixit et al. 2013) which are 

converted to money at the end of the experiment, with the exchange rate typically – but not 

always – known by participants. Such experimental monies are typically used to study game-

theoretic interactions to test equilibrium predictions as well as paradoxes in laboratory settings.  

Bohm (2002) pointed out that the use of experimental monies has its roots in voluntary public 

exchange games, such as public good games, and was intended to contribute to context-free 

experimental design. There are examples of context-free experiments in the transportation 

literature (for example, Denant-Boemont and Fortat 2013; Denant-Boemont and Hammiche 

2013; etc.). Context-free experiments have been criticized by several authors (Binmore 1999; 

Loewenstein 1999; Harrison and Rutström 2001; Bohm 2002) who believe that participants 

tend to create a context of their own if it is not provided for them in the experimental setting, 

resulting in a loss of control. In transportation experiments, the problem of field referents is 

easy to overcome by conducting experiments in transportation contexts; as Bohm (2002) points 

out, some such framing will increase external validity and “contribute to meeting Vernon 
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Smith’s (1982) parallelism precept” (p. 124). The parallelism precept states that the behaviour 

observed in the laboratory applies to non-laboratory conditions where similar ceteris paribus 

conditions apply (Smith 1982, p. 936). 

Whether choice of the reward medium and/or labelling (ECU, LM, points, tokens, or time) play 

an important role in the experimental setting remains an open question. Transportation choices 

are predominantly made over time and money, and introducing labels different from time and 

money, such as tokens or lab money, could trigger loss of control and loss of external validity. 

We consider the question of labelling a design question that is in need of further exploration. 

Based on the results of earlier studies, we advise payment protocols and incentives that use 

labels consistent with the transportation context.  

4.1.2 Cost Functions and Virtual Reality 

From a traffic perspective saliency is achieved by using costs and tasks that are similar to those 

in the field. Denant-Boemont and Fortat (2013) studied the impact on equilibrium behaviour 

due to non-linear cost functions, which are similar to the travel time functions (Bureau of Public 

Roads, 1964) used in transport models.  Good examples of protocols to study traffic 

interactions that were salient in the laboratory are those by Ramadurai and Ukkusuri (2007) 

and Andersen et al. (2011). In these studies travel costs were generated from traffic simulations 

that were consistent with traffic-flow theory and traffic-flow phenomena. Specifically, 

Ramadurai and Ukkusuri (2007) used a cell- transmission model while Andersen et al. (2011) 

used traffic micro-simulation software. A much higher degree of external validity is achieved 

when the choice involves the actual driving task, such as in the use of virtual reality driving 

simulators, which have been used for route-choice studies (Andersen et al. 2011 and 2014; 

Dixit et al. 2015) and safety studies (Dixit et al. 2014).   

The ability for Virtual Reality (VR) to create the experience of “presence”, i.e. the sense of 

being in the Virtual Environment and feeling as if you are in reality, is what makes it powerful. 

However, generating high quality scenarios with “presence” using virtual reality can be costly. 

Further, poorly designed virtual environments can lead to scenario rejection (as explained in 

Fiore et al. 2009). Sanchez-Vives and Slater (2005) identified four main ways of evaluating 

“presence”: (a) Questionnaires about experience which have been found to be unstable. (b) 

Replication of behaviour in the virtual environment (Yan et al. 2008) (c) Replication of 

physiological responses in the virtual environment (d) Counting number of breaks in presence 

in the virtual environment, also referred to as Breaks in Presence (BIPS).  

Further, Sanchez-Vives and Slater (2005) in their review found that the following five factors 

in the virtual environment provide realism: (a) The reported presence is found to be higher with 

higher graphics frame-rate, and a minimal critical frame-rate of 15 Hz should be maintained. 

(b)Realistic visual cues with dynamic lighting shadows and shapes (c) Realistic audio cues (d) 

Realistic haptic cues (e) Realistic body engagement as in being involved in the driving task. (f) 

Realistic virtual body representation involves being able to see their own bodies for example 

in a head mounted display. 
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In the field of transportation driving simulators have been extensively used to introduce a sense 

of immersion among the participants that have virtual and audio cues from the field. In addition 

to the natural-like cues, the participants are also engaged in the task of driving, which brings it 

closer to how choices are made in the field. Hence there seems to be a continuum of 

experiments that try to achieve external validity through incorporating virtual reality. 

4.1.3 Effects of Repeated Rounds 

Many transportation experiments have focussed on studying group interactions based on game-

theoretic predictions (equilibrium and paradoxes); they utilise multiple repetitions, or rounds, 

of the same game, occasionally called Groundhog-day repetitions (Hertwig and Ortmann 

2001). Bohm (2002) identified this as a “useful approach when analysing the properties of real 

world markets” where agents are also typically involved in repeated transactions. 

Transportation is one such market, where people interact and on a daily basis decide whether 

to make a make a trip, which route to choose, and when to depart. When conducting 

experiments with multiple rounds to study transportation phenomena, we need to control for: 

 

I. Learning 

Game-theoretic experiments have shown strong evidence of learning behaviour in the 

laboratory; see for example Denant-Boemont and Petiot 2003; Chmura and Pitz 2007; 

Schneider and Weimann 2004; Klügl and Bazzan 2004; Selten et al. 2007; Ben-Elia et 

al. 2008; Denant-Boemont and Hammiche 2012. Most experimenters have found 

strong evidence for reinforced-learning models, or variants of it such as the payoff-

sum model (Selten et al. 2007). There is also evidence of Bayesian learning in the 

presence of information (e.g., Denant-Boemont and Petiot 2003). To test equilibrium 

predictions, it is critical to recognize the learning process and to allow for a sufficient 

number of periods to pass before the experimental data is used to test theoretical 

predictions. Ben-Elia et al. (2013) used the mean standard deviation of choices as well 

as the scale parameter of the logit choice models to evaluate the learning effects.  

Experimenters also need to recognize the potential for end-of-game effects: changes in 

behaviour as the round repetitions near their end. Such effects have been found in many 

experiments (Roth et al. 1988; Gneezy et al. 2003) and may be attributable, at least 

partly, to more risk-seeking behaviour towards the end. No such behaviour has been 

reported in transportation experiments to date. 

 

II. Wealth Effects 

A related matter is the potential for behavioural changes due to wealth accumulation 

during an experiment.  There is evidence from individual choice experiments that 

wealth accumulation influences the amount of risk participants’ are willing to take 

(Holt 1986; Andersen et al. 2012; Cox et al. 2015), usually reducing risk aversion.  In 

repeated stage games where participants are paid for every choice, their accumulated 

wealth would typically increase, possibly resulting in decreases in the aversion to risk,. 

In the traffic context, one important source for wealth accumulation is the time savings 
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consequences of the choices, since the value of time is usually induced with money. 

Dixit et al. (2015) provide evidence of wealth effects in a route choice experiment. 

 

III. Random payments 

One popular way of avoiding wealth effects is to only pay for one of the experimental 

rounds, randomly selected. Several carefully designed experiments provide reassuring 

evidence in favour of the random selection method for individual choice experiments 

(Starmer and Sugden 1991; Cubitt et. al. 1998; Hey and Lee 2005). We are unaware of 

studies that test the validity of the random-payment protocol in game-theory 

experiments, especially in the context of traffic. Aside from avoiding wealth and 

portfolio effects that may emerge if participants are paid for each task, it has been 

suggested that the random-payment protocol may help to economize on the cost of data 

collection (Davis and Holt, 1993). We are not persuaded by that argument, as 

participants are typically brought to the lab with expectations about average earnings. 

Random-payment protocols are not conducive to test non-expected utility models such 

as rank-dependent utility, prospect theory or any theory where there is probability 

weighting (Cox et al. 2015; Harrison and Swarthout 2014), as they create situations of 

compound lotteries, wherein the probabilities do not aggregate perfectly, violating the 

independence axiom of expected utility theory. Therefore, any analysis of data collected 

through a random- payment protocol is limited by its reliance on expected utility theory 

(or other, less common, assumptions).7 

 

TABLE 6: Comparison of payment protocols for participants and tasks 

  

One (Best)  One (Random) All 

One (Best) Non-Salient Non-Salient Non-Salient 

One (Random) 
No Wealth Effects, Data 

Truncation 

Only EUT,  No 

Wealth Effects 

EUT, Non-EUT, 

Wealth Effects 

All 
No Wealth Effects, Data 

Truncation 

Only EUT,  No 

Wealth Effects 

EUT, Non-EUT, 

Wealth Effects 

 

To economize on the costs associated with paying participants, researchers such as 

Ramadurai and Ukkusuri (2007) applied a scoring rule that had the top performers in 

the game earn rewards. However, this approach is not salient or externally valid since 

it changes the task into a tournament, unlike driving situations external to the lab. In 

addition, such tournament payment schemes are riskier and thus may lead to less risk 

taking behaviour. One way out, arguably, is to pay participants for their best performing 

task. When paying for best performance, data subsequent to a task where the participant 

makes the maximum possible is uninformative, since beyond that there are obviously 

 
7 Many non-expected utility theories allow violations of the Independence Axiom. Applications of random 

payment protocols rely on this axiom for its incentive compatibility property. However, Holt (1986), and 

Harrison and Swarthout (2014) discuss alternatives to this axiom that would maintain incentive compatibility of 

the random payment protocol even in some non-EU applications. 

Pay Subject 

Pay Task 



30 

no further performance incentives.  This can then lead to limited usefulness of the data. 

The issues are summarized in Table 6. Caution is also advised to make sure that the 

incentives, whether paid randomly or not, are sufficiently large to dominate other 

factors that may influence the choices. 

4.1.4 Money vs. Time Incentives in the Laboratory 

Few studies have explored utilizing time instead of money as an instrument to induce value. 

Bergantino et al. (2015) studied the trade-off between the cost of parking, time spent searching, 

and time spent walking from the parking. The experiment required participants to wait in a 

separate room for a time period that reflected the time spent searching for parking in the 

experiment. The participants were then asked to walk different distances to receive payments 

based on the “walking time” determined in the experiment. Kemel and Paraschiv (2013) and 

Abdellaoui and Kemel (2013) have also studied the trade-off over time and money but do not 

discuss specific applications to transport.  

Hartman (2012) also explored the implications of using time to induce value in route choice 

experiments. Like Bergantino et al. (2015) he also asked the participants to wait for a period 

of time that was determined by the outcomes of the experiment. He found that very few 

participants gave up money to wait less, and these participants indicated that they were 

constrained in time due to other commitments. This finding has two important implications: 

• The decision by the participant to participate entails them making a trade-off between 

the expected payoff from participating in the experiment and the expected duration. The 

fact that they participate in the experiment reveals that the expected payoff from the 

experiment is larger than the opportunity cost of the time committed to the experiment. 

It is possible, therefore, that the value of the extra time is fairly small in such laboratory 

environments.   

• Hartman’s finding that participants who indicate that they have time constraints paid 

money to wait less, implies that the value of time varies with circumstances. Thus, a 

participant who has cleared enough time to finish the experiment will have a lower 

value of time than a participant who has many alternative options that compete for the 

time allocated to the experiment. Further, it is unlikely that either of these measures of 

the value of time are appropriate in applications to driving choices. Such variations in 

the value of the reward medium is much less likely if the reward medium is money. 

4.1.5 Designing Groups 

In interactive traffic experiments, the incentives not only depend on one’s actions, but also on 

the actions of other participants in the group. This makes it critical to determine how the 

participants are assigned to groups and their computer terminals. Gabuthy et al. (2006, p. 279) 

“randomly assigned to visually isolated computers”, and then ensured that the participants 

interacted repeatedly within the same group across periods. This matching mechanism is 

usually referred to as a “Partner design”, notwithstanding the fact that participants typically do 

not know who they are match with (although they do know that they are matched with the same 

participants).  Some such matching mechanism is critical since in the field the same strangers 
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often interact on a daily basis in making decisions and they do learn about their aggregate 

behaviour. A matching mechanism that changes the participants of the interactive traffic 

experiment every period –called “Stranger design” – is appropriate for environments where the 

actors are not the same and there is not much opportunity to learn about how others behave. 

Ziegelmeyer et al. (2008) used such a “Stranger design”: participants were randomly assigned 

in each period to evaluate a departure time choice. The authors found no learning and no impact 

of information. To test theories that assume that actors interact only once, it may be necessary 

to use a “Perfect Stranger design”, where it is guaranteed that no participant will ever be in a 

group with any of the same other participants. The choice of group matching mechanism must 

be carefully determined based on the research question in mind. 

 

 

4.2 Salience 

Experiments are considered salient when the experimental rewards are linked to the actions of 

the participants in a way consistent with the predictive theory, and when the participants have 

a clear understanding of this link. This implies that use of flat incentives to participate or 

provide responses cannot be considered as a salient experimental design since other factors will 

then influence the choices in unobservable ways. 

4.2.1 Laboratory 

Apart from ensuring that actions are incentive compatible, it is critical that the participants’ 

have a clear understanding of the link between their actions and rewards. As discussed earlier, 

labels are an important technique used to introduce context in laboratory experiments. 

However, to ensure a salient design special care should be taken that the properties of the labels 

are actually reflected in the experimental design. For instance, it is well known that the 

distribution of travel time observed in the field has a unique peak in the probability distribution 

(Brilon et al. 2005), and if travel time is used as a label in a laboratory experiment, then the 

underlying distribution should have the same property. This issue was observed in the work by 

Innocenti et al. (2013). The authors claim that they used “explicit labels of travel modes” (p. 

159) in their lab experiment, inducing participants “to take into the lab the preferences applied 

in real life, and to rely on heuristic rules to determine their choice” (p. 159). The properties of 

the distribution of the travel times imposed in their design was, however, not consistent with 

those expected in the field. This is shown in Figure 2. This could lead to scenario rejection, a 

type of behaviour that is unrelated to the research focus and simply a response to the unrealistic 

scenario presented.  

Figure 2 shows that the probability distribution of the travel costs for the car (reproduced from 

Table 3, p. 161 in Innocenti et al. 2013) is decreasing in both of their experimental treatments 

(metro and bus), while a unimodal distribution would have been expected based on field 

experience. Therefore, the “car stickiness” that the authors find might result from “field 

referents” (Harrison and Rutström 2001) which were not properly captured in the experimental 



32 

design. Participants who bring beliefs based on field experience into the lab could have made 

decisions based on a subjective uni-modal distribution.  

 

 

FIGURE 2: Comparison of probability distribution provided in the Innocenti et al. (2013) 

experiment compared with that expected in the field 

 

4.2.2 Field 

Field experiments in EE commonly use participant pools that represent the target population 

of the policy question investigated. Dixit et al. (2015) compared adult commuters (field 

participants) and students (lab participants) from different regions with respect to risk attitudes 

inferred from route choices in driving simulators and found that with minimal experience they 

behaved on average similarly. Use of field participants instead of students helps provide an 

added level of external validity. Andersen et al. (2010) show that the only difference in risk 

attitudes between an adult field population and students in Denmark is due to the more limited 

demographic distribution among students.  

Maintaining a salient design in the field is more challenging due to other strategic factors. For 

example, Dufwenberg and Harrison (2008), celebrating the contribution of Peter Bohm to field 

experiments, describe an experiment he undertook in 1980 for a local government in Stockholm 

and in which he considered expanding a bus route to a major hospital and a factory.  The 

experiment involved eliciting people’s willingness to pay for additional service on the bus 

route. However, no one participated in this experiment. As identified by Dufwenberg and 

Harrison (2008), the participant pool had reportedly held a meeting of their own and had 

decided 

“(1) that they did not accept the local government’s decision not to provide them with regular 

bus service on regular terms;  
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(2) that they did not accept the idea of having to pay in a way that differs from the way that 

“everybody else” pays (bus service is subsidized in the area)—the implication being that they 

would rather go without this bus service, even if their members felt it would be worth the costs;  

(3) that they would not like to help in realizing an arrangement that might reduce the level of 

public services provided free or at low costs. It was argued that such an arrangement, if 

accepted here, could spread to other parts of the public sector; and  

(4) on these grounds, they advised their union members to abstain from participating in the 

project.” 

This case highlights the difficulties of conducting field experiments where participants perceive 

a strategic value to their options outside the experiment being affected by their actions in the 

experiment. This makes it imperative to carefully understand and design field experiments. 

More recently, Stockholm conducted a field experiment on congestion pricing that helped 

evaluate its efficiency and apparently changed public opinion (Eliasson et al. 2009), 

demonstrating how field experiments may change not only the opinion of policy makers but 

also those of other stake holders. Similarly, Nielsen and Jovicic (2003) conducted an earlier 

AKTA road pricing experiment in Copenhagen using GPS trackers to record route decisions. 

One concern with in-vehicle recording systems is the fear of surveillance, but Nielsen and 

Jovicic (2003) report that no such fear was found in their sample. Similar lack of fear findings 

were observed by the more recent study by Andersen et al. (2011) as well as the Pay-As-You-

Speed literature (Agerholm et al. 2008; Hultkrantz and Lindberg 2011; Bolderdijk et al. 2011).  

Recently, incentive-based mechanisms have become increasingly popular as a tool towards 

promoting off-peak travel to decongest roads (Merugu et al. 2009) and public transit (Pluntke 

et al. 2013). The basic idea of these mechanisms is that people are incentivized with points for 

favourable behaviour (walking, travel during off-peak, etc.). The INSINC program in Pluntke 

et al. (2013) exemplifies a number of factors where caution in design needs to be applied in 

order to avoid participant strategic behaviours leading to increased program costs. For example, 

the additional rewards for off peak travel is likely to attract more off peak commuters than on 

peak commuters to participate in the program, particularly since the details of how credits are 

given can easily be transmitted with the social recruitment mechanism (participants get bonus 

credits if they recruit friends and families to participate). In addition, participants that do not 

shift to off peak or that are not particularly active in attracting new members are given special 

offers to add incentives. This type of incentive, if not implemented cautiously, can also lead to 

strategically avoiding shifting to off peak or not inviting friends in anticipation of receiving 

such personalized bonuses.  

4.3 Dominance 

Dominance is critical to ensure control. For example, participants often care about the rewards 

earned by other participants, for example through guilt when earning more than others or envy 

when earning less, which might lead to uncontrolled influences on behaviour. If the 

experimental procedures make it impossible to know or estimate others’ actual rewards (Smith 

calls this privacy) then this issue is successfully addressed. Another component such as demand 
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effects, arising from participants’ desires to help (or hinder) the experimenter, again leading to 

uncontrolled influences on behaviour. For example, when using labels on the actions, such as 

traffic congestion, participants may want to help the experimenter reach an outcome of less 

congestion independently of any induced value preferences. While this may seem a desirable 

effect on first glance, it is the fact that we cannot observe the expressed preferences that make 

it hard, or even impossible, to understand the causation involved. Avoiding labels will mitigate 

such demand effects.  

Ben-Elia et al. (2013) found behaviour was consistent with the presence of fatigue in the 

treatment group where no information was provided, but not in the informed treatment group. 

This is consistent with low monetary consequences that may be counterbalanced by the 

presence of information that keeps the subjects engaged. 

To achieve dominance, it is also important that participants do not suspect that the task 

instructions are deceptive. In some experimental applications, outside of economics, deception 

is often used. If economics experimenters recruit from the same participant pool as researchers 

who use deception, there is a loss of control over dominance since the participants may not 

trust the instructions of how actions lead to earnings.  

Schneider and Weimann (2004) present the only study in transport in which the impact of 

dominance on the results is discussed.  They stated that “the payoff function is flat. Therefore, 

large deviations from the Nash distribution of departures have only a small impact on the 

payoffs.” (p. 144) Pay-off dominance was originally discussed by Harrison (1989) in response 

to findings by Cox et al. (1982, 1983, 1985, 1988).  Based on this argument, the authors refused 

to reject the Nash equilibrium prediction based on action choices, and uses instead the stability 

of the observed patterns across cohorts as evidence that the “participants behave ‘as if’ they 

are in Nash Equilibrium.” (Schneider and Weimann 2004; p. 144). Their study directs attention 

to the importance of having payoffs that dominate by being high enough to drown out other 

influences. This makes it even more critical to carefully consider the nature of dominance of 

other incentives and payment protocols. 

4.4 External Validity 

Internal validity implies that the experiment matches the assumptions of the theory with strict 

control of any confounding influences.  Maximizing internal validity leads to very artificial 

and context free tasks. External validity, on the other hand, implies a precise matching of the 

contexts and cues from the intended policy application. Maximizing external validity leads to 

having to relax many of the controls required for internal validity. Three main types of 

experimental setups can be identified (see Figure 3): 1) Laboratory experiments 2) Virtual 

reality or driving simulator experiments 3) Field experiments. At one end of the spectrum lies 

the laboratory experiment that, if carefully designed, can provide a very high degree of internal 

validity. The structures, information conditions, and preferences can be made to match the 

theory very precisely. At the other end of the spectrum lies the field experiment that can provide 

a very high degree of external validity (i.e. predictions that are valid for the intended policy 

context outside the experiment).  Strengthening external validity leads to a weakening of 
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internal validity. For example, use of labels on actions and outcomes that have field relevance 

in lab experiments leads to a loss of control over the preferences that participants apply to their 

decisions. Additionally, inducing time consequences instead of money consequences leads to 

unobservable variations in the opportunity cost of time. On the other hand, strengthening 

internal validity in field experiments also comes at a weakening of external validity. 

Controlling incentives and contextual parameters can be seen as very artificial by the 

participants. Experiments conducted in virtual reality simulations, like in driving simulators, 

lie someplace in between the pure lab and pure field experiment. Though natural motivations 

(and consequences) do not exist, many of the natural cues from the field can be implemented 

in the simulator, in a natural-like fashion, but stricter experimental protocols that lead to a 

higher level of internal validity than in the field can be applied.  

 

FIGURE 3: Types of Experiments and relation to internal and external validity 

Based on the lab experiments reviewed here we identify five main strategies that have been 

employed to increase external validity. These include:  

1) Labels with Field Referents 

2) Virtual reality, driving simulators and realistic cost functions 

3) Inducing time instead of money in the incentive structure 

4) The use of field participants from relevant populations 

The first three are discussed in the previous section. The use of field participants needs to be 

discussed since most laboratory experiments have relied on students as participants. The 

argument made is that when the purpose of the experiment is theory testing, students provide 

a relevant and low cost participant pool since “students are people too”. When it comes to 

theory testing in experiments with a high internal validity, students appear to behave in ways 

very similar to non-students (e.g., Huck and Mueller 2012 or Bosch-Domenech et al. 2002). 

When external validity is increased through any of the first three strategies listed above, or  in 

other ways, it is likely  that field participants are affected differently than students because  of 

their greater familiarity and experiences with the contexts referred to. Additionally, if the 

purpose of the experiment is to elicit preference parameters, such as attitudes to risk or time 
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delays, students may not match the preferences of the target population in the field, 

necessitating the use of field participants.  

However, some questions can only be studied in the field. One especially important example 

is that of evaluating value of time. The value of time reflects the opportunity cost of the time 

use, and a participant may have a very different value of time for work related commutes during 

rush hours than she has on a Saturday when she is taking a more leisurely drive for recreational 

purposes. Thus, if the interest in value of time is derived from the wish to establish optimal 

congestion pricing during rush hours, then it should be inferred from driving choices on the 

routes and times that correspond to rush hour traffic.  

While beliefs about context specific travel times can be elicited in a laboratory, using relevant 

field populations with familiarity of the routes, it is also possible to study the subjective process 

by which experience influences beliefs in the lab. People may differ both in how strongly they 

hold onto prior beliefs, how sensitive they are to experiences or to information, and how 

quickly they forget older experiences, and these factors may be specific to the individual 

participant but relatively independent of the context. These factors are therefore amenable to 

study in a lab environment. In a similar way, attitudes to travel time unreliability may not vary 

across context but may be intrinsic to the participant. If so, an understanding of the distribution 

of such attitudes can be based on data collected in lab experiments, but with relevant field 

populations. Further, certain cognitive characteristics of individuals may be context 

independent, and therefore amenable to be studied in lab settings. 

Similarly, use of virtual reality simulations and driving simulators can provide a bridge 

between the internal validity of the lab experiment and the external validity of the field 

experiment. Many of the factors that generate internal validity can be maintained, such as 

dominance and saliency, while many of the field cues and experiences that may trigger specific 

decision heuristics can be introduced.  

4.5 Scientific Requirements of Experiments  

Experimental economists have laid out scientific requirements to ensure replicability of data, 

reliable participant pools, and incentive compatible observation methods:  

• No data should be collected through deception (Hertwig and Ortmann 2001; Ortmann 

and Hertwig 2002; Hertwig and Ortmann 2008). This is critical since many experiments 

deal with studying choice behavior so that participants maximize expected utility or 

non-expected utility frameworks. Experimental environments where participants are 

frequently deceived destroys the saliency of the incentives and instructions offered. 

Non-deception is an ethical principle aimed at creating a public good to the scientific 

community where participants are not contaminated by previous deception.  

• All instructions and data generated should be readily available to researchers so that 

results can be replicated and confounding effects of experimental design explored 

further.  
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• Ethical human participant principles should be adhered to such as: non-exploitation of 

vulnerable populations, no deception of participants with respect to potential harmful 

effects of participation, and no coercion. 

 

5. CONCLUSIONS 

The adherence to Induced Value Theory has made it possible for economics experiments to 

achieve a high degree of internal validity to study causality in laboratory and field settings. 

However, experimenters have always strived to achieve external validity. New innovations in 

virtual reality and driving simulation have made these technologies cheaper and accessible for 

laboratory experiments. The contextual realism and immersion provide subjects a high degree 

of presence in reality. Furthermore, smart phones, smart cards and connected technology are 

providing access to higher resolution data and ability to conduct more controlled field 

experiments more cheaply than ever before. This has made possible the ability to conduct a 

continuum of such experiments. 

A good experimental design will weigh the requirements for internal and external validity from 

the perspective of the research question. While it can be tempting to desire a field experiment 

to address specific policy questions, it is important to understand that many field aspects can 

be modelled in the lab at a much lower cost and with higher internal validity. The internal 

validity also allows researchers to more fundamentally understand the causality behind both 

effects on mean shifts in behaviour and on changes in the variance in aggregate behaviour.  

Each method used to study transportation behaviour has its strength and weaknesses. While 

experimental economics can achieve high internal validity, it comes at a cost due to the induced 

monetary values. Stated choice methods have the advantage that tasks can easily be linked to 

familiar settings with presentations of proposed changes linked to the present state of the 

transportation system. By applying both methods to generate evidence on behavioural 

responses to policy changes, we can collect more observations and reduce biases and noise in 

the data, enabling a more solid understanding of the phenomena.  

Apart from addressing questions of ongoing interest, such as effects of congestion pricing on 

route-, mode- and departure time choices, there are a number of new questions in transportation 

that will need to be addressed and that can benefit from the internal validity of induced value 

experiments. For instance, exploring methods to enhance cooperation in transportation systems 

(Klein and Ben-Elia, 2016), as well as the role of subjective beliefs and risk attitudes on 

adoption of new transportation and mobility options (eg. Autonomous vehicles). Using 

incentives from methods in experimental economics, and contextual realism through 

laboratory, field and virtual reality experiments would help provide experimenters tools to gain 

behavioural insights to inform policies.  

 

 

5.1 Experiments and Technology 
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Technology can be used to improve on the data collected through experiments, and experiments 

can also be used to evaluate the behavioural effects of new technology.  GPS technology has 

implied a decreased reliance on self-reporting of driving choices in the field, allowing instead 

the experimenter to directly observe the choices by participants. On-board computer data 

allows the experiment to observe driving behaviour even more accurately. However, with an 

increased interest of insurance companies and regulatory agencies in accessing on-board 

computer data, experiments can also be used to evaluate these uses of technology. Interesting 

research questions include the acceptability of being monitored so directly in different social 

and cultural settings. As fully automated vehicle technologies become more and more feasible 

in everyday traffic, experiments can be used to track behaviour of drivers in non-automated 

vehicles as they interact with the automated ones, or as human drivers choose to manually over-

ride automation. The use of driving simulators can allow experimenters to observe such 

behaviour in safe environments at zero accident costs. Driving simulator technology that allows 

simultaneous and interactive choices by multiple simulator drivers is now available, opening 

up new research possibilities.  As simulator technology improves further, perhaps large-scale 

simulations of traffic systems will allow incorporation of individual human-operated vehicles 

to test behavioural assumptions underlying simulated vehicle traffic. Mobile phone technology 

can be used to provide real-time information to drivers, and behavioural evaluations of such 

technologies can be conducted via controlled experiments.  

This review points to important experimental design elements that need attention as new 

technologies get incorporated in experiments. We believe experimental economics is an 

important research tool, complementary to other data collection methods, and expect to see a 

great deal of interesting future research.  
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